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I.INTRODUCTION 

 

 Let 𝒜 denote the class of functions of the form: 

𝑓 𝑧 = 𝑧 +  𝑎𝑛𝑧𝑛

∞

𝑛=2

                                                                                   (1) 

which are analytic in the open unit disk 𝑈 = {𝑧:  𝑧 < 1} and normalized by the conditions 𝑓 0 = 0 and 𝑓 ′ 0 = 1. 
Further, let 𝒮  denote the class of all functions in 𝒜 which are univalent in 𝑈.  Some of the important and well- 

investigated subclasses of the class 𝒮 include (for example) the class 𝒮∗ 𝛼  (0 ≤ 𝛼 < 1) of starlike functions of order 

𝛼 in 𝑈 and the class 𝒦 𝛼 (0 ≤ 𝛼 < 1) of convex functions of order 𝛼 in 𝑈. 

The Koebe One-Quarter Theorem [5] states that the image of 𝑈 under every function 𝑓 from 𝒮 contains a disk of radius 

1/4. Thus every such univalent function has an inverse 𝑓−1 which satisfies 

    𝑓−1 𝑓 𝑧  = 𝑧      𝑧 ∈ 𝑈 and     𝑓(𝑓−1 𝑤 ) = 𝑤      𝑤 < 𝑟0 𝑓 ;  𝑟0 𝑓 ≥
1

4
 , 

where  

𝑓−1 𝑤 = 𝑔 𝑤 = 𝑤 − 𝑎2𝑤
2 +  2𝑎2

2 − 𝑎3 𝑤3 −  5𝑎2
3 − 5𝑎2𝑎3 + 𝑎4 𝑤4 + ⋯ .                            (2) 

A function 𝑓 ∈ 𝒜is said tobebi-univalent in 𝑈 if both 𝑓 and 𝑓−1 are univalent in 𝑈. We denote by Σ the class 

of all  bi-univalent functions in 𝑈 given by the Taylor-Maclaurin series expansion (1). 

 If 𝑓 and 𝑔 are analytic functions in 𝑈, we say that 𝑓 is subordinate to 𝑔, written 𝑓 𝑧 ≺ 𝑔(𝑧) if there exists a Schwarz 

function 𝑤 , which (by definition) is analytic in 𝑈  with 𝑤 0 = 0  and  𝑤(𝑧) < 1  for all 𝑧 ∈ 𝑈,  such that 𝑓 𝑧 =

𝑔 𝑤 𝑧  , 𝑧 ∈ 𝑈. Ma and Minda [11] unified various subclasses of starlike and convex functions for which either of the 

quantity 
𝑧𝑓 ′ (𝑧)

𝑓(𝑧)
 (or) 1 +

𝑧𝑓 ′′ (𝑧)

𝑓 ′ (𝑧)
 issubordinate to a more general superordinate function. For this purpose, they considered 

an analytic function 𝜙 with positive real part in the open unit disk 𝑈, 𝜙 0 = 1, 𝜙′ 0 > 0, and 𝜙 maps 𝑈 onto a region 

starlike with respect to 1 and symmetric with respect to the real axis. The class of Ma-Minda starlike functions consists 

of functions 𝑓 ∈ 𝒜 satisfying the subordination 
𝑧𝑓 ′ (𝑧)

𝑓(𝑧)
≺ 𝜙 𝑧 .Similary, the class of Ma-Minda convex functions of 

functions 𝑓 ∈ 𝒜satisfying the subordination 1 +
𝑧𝑓 ′′ (𝑧)

𝑓 ′ (𝑧)
≺ 𝜙 𝑧 . A function 𝑓 is bi- starlike of Ma-Minda type or bi-

convex of Ma-Minda type if both 𝑓 and 𝑓−1  are respectively Ma-Minda starlike or convex. These classes are denoted 

respectively by 𝒮𝛴
∗(𝜙) and 𝒦𝛴 𝜙 . In the sequel, it is assumed that 𝜙 is an analytic function with positive real part in 
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the unit disk 𝑈, satisfying 𝜙 0 = 1, 𝜙′ 0 > 0, and 𝜙(𝑈) is symmetric with respect to the real axis. Such a function 

has a series expansion of the form 

𝜙 𝑧 = 1 + 𝐵1𝑧 + 𝐵2𝑧2 + 𝐵3𝑧3 + ⋯ ,     𝐵1 > 0 .                                                                                                               (3)   
For two function 𝑓(𝑧) ∈ 𝒜 given by (1) and 𝑔(𝑧) ∈ 𝒜 given by 𝑔 𝑧 = 𝑧 +   𝑏𝑛𝑧𝑛∞

𝑛=2 , the Hadamard product (or 

convolution) of 𝑓 and 𝑔 is defined by 

 𝑓 ∗ 𝑔  𝑧 = 𝑧 +  𝑎𝑛𝑏𝑛𝑧𝑛

∞

𝑛=2

=  𝑔 ∗ 𝑓  𝑧 .                                                              (4) 

TheSrivastava-Attiya convolution operator [14], 𝒥𝑏
𝑠𝑓 𝑧  is defined in terms of the Hurwitz-Lerch Zeta function 

Φ(𝑧, 𝑠, 𝑎) as follows:  

Φ 𝑧, 𝑠, 𝑎 =  
𝑧𝑘

(𝑛 + 𝑎)𝑠
                                                                                   (5)

∞

𝑛=0

 

(𝑎 ∈ ℂ \ ℤ0
−; 𝑠 ∈ ℂ 𝑤𝑒𝑛  𝑧 < 1; 𝑅𝑒  𝑠 > 1 𝑎𝑛𝑑  𝑧 = 1), 

where ℤ0
− = ℤ\ℕ,  ℤ =  0, ±1, ±2, … ;  ℕ =  1,2,3, …   . 

          Properties of the Hurwitz-Lerch Zeta function Φ(𝑧, 𝑠, 𝑎) can be found in the works of Choi and Srivastava [3], 

Luo and Srivastava [10], Gary et al. [7]. Srivastava and Attiya [14] have introduced the linear operator 𝒥𝑏
𝑠: 𝒜 → 𝒜 

defined by the Hadamard  product as follows: 

𝒥𝑏
𝑠𝑓 𝑧 = 𝐺𝑠,𝑏 ∗ 𝑓 𝑧  𝑧 ∈ 𝑈; 𝑏 ∈ ℂ\ℤ0

−; 𝑠 ∈ ℂ; 𝑓 ∈ 𝒜 ,                                           (6) 

where 𝐺𝑠,𝑏 𝑧 = (1 + 𝑏)𝑠 Φ 𝑧, 𝑠, 𝑏 − 𝑏−𝑠  𝑧 ∈ 𝑈 . 

Using equations (1), (5) and (6), we have𝒥𝑏
𝑠𝑓 𝑧 = 𝑧 +  𝛤𝑛𝑎𝑛𝑧𝑛∞

𝑛=2 , where 

𝛤𝑛 =   
1 + 𝑏

𝑛 + 𝑏
 

𝑠

               ,  𝑠 ∈ ℂ; 𝑏 ∈ ℂ\{0, −1, −2, …  .                                               (7) 

For 𝑓(𝑧) ∈ 𝒜 and 𝑧 ∈ 𝑈, Srivastava and Attiya in [14] showed that  

𝒥𝑏
0𝑓 𝑧 = 𝑓 𝑧 , 𝒥0

1𝑓 𝑧 =  
𝑓(𝑡)

𝑡

𝑧

0

𝑑𝑡 = 𝐴 𝑓 𝑧 , 

𝒥𝛾
1𝑓 𝑧 =

1 + 𝛾

𝑧𝛾
 𝑡𝛾−1𝑓(𝑡)

𝑧

0

𝑑𝑡 = 𝐽𝛾𝑓 𝑧  𝛾 > −1 , 𝒥1
𝜎𝑓 𝑧 = 𝑧 +   

2

𝑛 + 1
 

𝜎

𝑎𝑛𝑧𝑛 = 𝐼𝜎𝑓 𝑧  𝜎 > 0 ,

∞

𝑛=2

 

where 𝐴𝑓(𝑧) and 𝐽𝛾𝑓 𝑧  are the integral operators introduced by Alexander [1] and Bernardi [2], respectively, and 

𝐼𝜎𝑓 𝑧  is the Jung-Kim-Srivastava integral operator [8] closely related to some multiplier transformation studied by 

Flett [6].  

Recently, a study on bi-univalent function class 𝛴  has increased. A number of articles discussing on non-sharp 

coefficient estimates for the first two coefficient  𝑎2  and  𝑎3  of (1). But the coefficient problem for each of the 

following Taylor- Maclaurin coefficients: 

 𝑎𝑛          (𝑛 ∈ ℕ\ 1,2 ;  ℕ = {1,2,3, … } 

is still an open problem (see [15]). Many researchers (see [4,9,12,13,15]) have recently introduced and investigated 

several interesting subclasses of the bi-univalent function class 𝛴 and they have found non-sharp estimates on the first 

two Taylor-Maclaurin coefficients  𝑎2  and  𝑎3 . 
Motivated by the earlier work of Deniz [4], in the present paper, we introduce two new subclasses of the function class 

𝛴 of complex order 𝜏 ∈ ℂ \{0}, involving Srivastava-Attiya operator and find estimates on the coefficients  𝑎2  and 

 𝑎3  for functions in the new subclasses of function class 𝛴. Several related classes are also considered, and connections 

to earlier known results are made. 

Definition 1. A function 𝑓 ∈ 𝛴 given by (1) is said to be in the class ℋ𝛴
𝑠,𝑏(𝜏, 𝜆; 𝜙) if the following conditions are 

satisfied: 

1 +
1

𝜏
 

𝑧 𝜆𝑧 𝒥𝑏
𝑠𝑓 𝑧  

′
+  1 − 𝜆 𝒥𝑏

𝑠𝑓 𝑧  
′

𝜆𝑧 𝒥𝑏
𝑠𝑓 𝑧  

′

+  1 − 𝜆 𝒥𝑏
𝑠𝑓 𝑧 

− 1 ≺ 𝜙 𝑧                                                       (8) 

and  
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1 +
1

𝜏
 

𝑤 𝜆𝑤 𝒥𝑏
𝑠𝑔 𝑤  

′
+  1 − 𝜆 𝒥𝑏

𝑠𝑔 𝑤  
′

𝜆𝑤 𝒥𝑏
𝑠𝑔 𝑤  

′

+  1 − 𝜆 𝒥𝑏
𝑠𝑔 𝑤 

− 1 ≺ 𝜙 𝑤 ,                                            (9) 

where 𝜏 ∈ ℂ\ 0 ; 0 ≤ 𝜆 ≤ 1; 𝑧, 𝑤 ∈ 𝑈 and the function 𝑔 is given by (2). 

Specializing the parameters 𝑏, 𝑠 and 𝜆 suitably, several known and new subclasses can be obtained from the 

class ℋ𝛴
𝑠 ,𝑏(𝜏, 𝜆; 𝜙). We present some of the subclasses of ℋ𝛴

𝑠,𝑏(𝜏, 𝜆; 𝜙), as given below: 

Example 1. For 𝜆 = 0 and 𝜏 ∈ ℂ\{0}, a function 𝑓 ∈ 𝛴 , given by (1) is said to be in the class 𝒮𝛴
𝑠,𝑏(𝜏; 𝜙)  if the 

following conditions are satisfied: 

1 +
1

𝜏
 
𝑧 𝒥𝑏

𝑠𝑓 𝑧  
′

𝒥𝑏
𝑠𝑓 𝑧 

− 1 ≺ 𝜙 𝑧  𝑧 ∈ 𝑈 and           1 +
1

𝜏
 
𝑤 𝒥𝑏

𝑠𝑔 𝑤  
′

𝒥𝑏
𝑠𝑔 𝑤 

− 1 ≺ 𝜙 𝑤  𝑤 ∈ 𝑈 , 

where the function 𝑔 is given by (2). 

Example 2. For 𝜆 = 1 and 𝜏 ∈ ℂ\{0}, a function 𝑓 ∈ 𝛴 , given by (1) is said to be in the class 𝒦𝛴
𝑠 ,𝑏(𝜏; 𝜙) if the 

following conditions are satisfied: 

1 +
1

𝜏
 

𝑧 𝒥𝑏
𝑠𝑓 𝑧  

′′

 𝒥𝑏
𝑠𝑓 𝑧  

′  ≺ 𝜙 𝑧  z ∈ U          and       1 +
1

𝜏
 

𝑤 𝒥𝑏
𝑠𝑔 𝑤  

′′

 𝒥𝑏
𝑠𝑔 𝑤  

′  ≺ 𝜙 𝑤  𝑤 ∈ 𝑈 , 

where the function 𝑔 is given by (2). 

In particular, for 𝑠 = 0, we note that 𝒥𝑏
𝑠𝑓 𝑧 = 𝑓(𝑧) for all 𝑓 ∈ 𝒜, and thus, the class ℋ𝛴

𝑠,𝑏(𝜏; 𝜆; 𝜙) reduces to the 

following subclasses: 

Example 3. For 𝑠 = 0, a function 𝑓 ∈ 𝛴, given by (1) is said to be in the class ℋ𝛴(𝜏, 𝜆; 𝜙) if the following conditions 

are satisfied: 

1 +
1

𝜏
 
𝑧 𝜆𝑧 𝑓 ′(𝑧) +  1 − 𝜆 𝑓 𝑧  ′

𝜆𝑧 𝑓 ′ 𝑧 +  1 − 𝜆 𝑓 𝑧 
− 1 ≺ 𝜙 𝑧       and     1 +

1

𝜏
 
𝑤 𝜆𝑤𝑔′(𝑤) +  1 − 𝜆 𝑔 𝑤  ′

𝜆𝑤𝑔′(𝑤) +  1 − 𝜆 𝑔 𝑤 
− 1 ≺ 𝜙 𝑤 , 

where 𝜏 ∈ ℂ\ 0 ; 0 ≤ 𝜆 ≤ 1; 𝑧, 𝑤 ∈ 𝑈 and the function 𝑔 is given by (2). 

Example 4. For 𝑠 = 0 and  𝜆 = 0, a function 𝑓 ∈ 𝛴, given by (1) is said to be in the class 𝒮𝛴
∗(𝜏; 𝜙) if the following 

conditions are satisfied: 

1 +
1

𝜏
 
𝑧𝑓 ′(𝑧)

𝑓 𝑧 
− 1 ≺ 𝜙 𝑧  𝑧 ∈ 𝑈 and       1 +

1

𝜏
 
𝑤𝑔′(𝑤)

𝑔 𝑤 
− 1 ≺ 𝜙 𝑤  𝑤 ∈ 𝑈 , 

where 𝜏 ∈ ℂ\ 0 and the function 𝑔 is given by (2). 

Example 5. For 𝑠 = 0 and  𝜆 = 1, a function 𝑓 ∈ 𝛴, given by (1) is said to be in the class 𝒦𝛴(𝜏; 𝜙) if the following 

conditions are satisfied: 

1 +
1

𝜏
 
𝑧𝑓 ′′ (𝑧)

𝑓 ′ (𝑧)
 ≺ 𝜙 𝑧  𝑧 ∈ 𝑈          and         1 +

1

𝜏
 
𝑤𝑔′′ (𝑤)

𝑔′ (𝑤)
 ≺ 𝜙 𝑤  𝑤 ∈ 𝑈 , 

where 𝜏 ∈ ℂ\ 0 and the function 𝑔 is given by (2). 

Definition 2. A function 𝑓 ∈ 𝛴, given by (1) is said to be in the class 𝒩𝛴
𝑠 ,𝑏(𝜏, 𝜆; 𝜙) if the following conditions are 

satisfied: 

1 +
1

𝜏
 
𝑧 𝒥𝑏

𝑠𝑓 𝑧  
′

+ 𝑧2 𝒥𝑏
𝑠𝑓 𝑧  

′′

 1 − 𝜆 𝑧 + 𝜆𝑧 𝒥𝑏
𝑠𝑓 𝑧  

′ − 1 ≺ 𝜙 𝑧                                                             (10) 

and  

1 +
1

𝜏
 
𝑤 𝒥𝑏

𝑠𝑔 𝑤  
′

+ 𝑤2 𝒥𝑏
𝑠𝑔 𝑤  

′′

 1 − 𝜆 𝑤 + 𝜆𝑤 𝒥𝑏
𝑠𝑔 𝑤  

′ − 1 ≺ 𝜙 𝑤 ,                                                    (11) 

where 𝜏 ∈ ℂ\ 0 ; 0 ≤ 𝜆 ≤ 1; 𝑧, 𝑤 ∈ 𝑈 and the function 𝑔 is given by (2). 

On specializing the parameters 𝑏, 𝑠 and 𝜆 suitably, several known and new subclasses can be obtained from the class 

𝒩𝛴
𝑠 ,𝑏(𝜏, 𝜆; 𝜙). We present some of the subclasses of 𝒩𝛴

𝑠 ,𝑏(𝜏, 𝜆; 𝜙), as given below: 

Example 6. For 𝜆 = 0, a function 𝑓 ∈ 𝛴, given by (1) is said to be in the class 𝒢𝛴
𝑠,𝑏(𝜏; 𝜙) if the following conditions are 

satisfied: 
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1 +
1

𝜏
  𝒥𝑏

𝑠𝑓 𝑧  
′

+ 𝑧 𝒥𝑏
𝑠𝑓 𝑧  

′′
− 1 ≺ 𝜙 𝑧  𝑧 ∈ 𝑈 and 1 +

1

𝜏
  𝒥𝑏

𝑠𝑔 𝑤  
′

+ 𝑤 𝒥𝑏
𝑠𝑔 𝑤  

′′
− 1 ≺ 𝜙 𝑤  𝑤 ∈ 𝑈 , 

where 𝜏 ∈ ℂ\ 0  and the function 𝑔 is given by (2). 

Remark 1. We note that by taking 𝜆 = 1, the class 𝒩𝛴
𝑠 ,𝑏(𝜏, 𝜆; 𝜙)  reduce to the class 𝒦𝛴

𝑠,𝑏(𝜏; 𝜙)  which given in 

example (2). 

Example 7. For 𝑠 = 0, a function 𝑓 ∈ 𝛴, given by (1) is said to be in the class 𝒩𝛴(𝜏, 𝜆;  𝜙) if the following conditions 

are satisfied: 

1 +
1

𝜏
 

𝑧 𝑓 ′(𝑧) + 𝑧2𝑓 ′′ (𝑧)

 1 − 𝜆 𝑧 + 𝜆𝑧 𝑓 ′ 𝑧 
− 1 ≺ 𝜙 𝑧        and         1 +

1

𝜏
 
𝑤 𝑔′ (𝑤) + 𝑤2𝑔′′ (𝑤)

 1 − 𝜆 𝑤 + 𝜆𝑤 𝑔′ 𝑤 
− 1 ≺ 𝜙 𝑤 , 

where 𝜏 ∈ ℂ\ 0 ; 0 ≤ 𝜆 ≤ 1; 𝑧, 𝑤 ∈ 𝑈 and the function 𝑔 is given by (2). 

Example 8. If 𝑠 = 0 and 𝜆 = 0, a function 𝑓 ∈ 𝛴, given by (1) is said to be in the class 𝒢𝛴(𝜏; 𝜙) if the following 

conditions are satisfied: 

1 +
1

𝜏
 𝑓 ′(𝑧) + 𝑧𝑓 ′′ (𝑧) − 1 ≺ 𝜙 𝑧  𝑧 ∈ 𝑈 and      1 +

1

𝜏
 𝑔′ (𝑤) + 𝑤𝑔′′ (𝑤) − 1 ≺ 𝜙 𝑤  𝑤 ∈ 𝑈 , 

where 𝜏 ∈ ℂ\ 0 and the function 𝑔 is given by (2). 

Remark 2. We note that by taking 𝑠 = 0 and 𝜆 = 1, the class 𝒩𝛴
𝑠,𝑏(𝜏, 𝜆; 𝜙) reduce to the class 𝒦𝛴(𝜏; 𝜙) which given 

in example (5). 

In order to derive our main results, we have to recall here the following lemma[5]. 

Lemma 1. If  ∈ 𝒫, then  𝑏𝑘  ≤ 2 for each 𝑘 ∈ ℕ, where 𝒫 is the family of all functions , analytic in 𝑈, for which  

𝑅𝑒  𝑧  > 0         𝑧 ∈ 𝑈 where  𝑧 = 1 + 𝑏1𝑧 + 𝑏2𝑧2 + ⋯        𝑧 ∈ 𝑈  

 

II. COEFFICIENT ESTIMATES FOR THE FUNCTIONCLASS 𝓗𝜮
𝒔,𝒃(𝝉, 𝝀; 𝝓)AND𝓝𝜮

𝒔,𝒃(𝝉, 𝝀; 𝝓) 

 

Theorem 1. Let the function 𝑓(𝑧) given by (1) be in the class ℋ𝛴
𝑠 ,𝑏(𝜏, 𝜆; 𝜙). Then 

 𝑎2 ≤
 𝜏 𝐵1 𝐵1

   1 + 𝜆 2  𝐵1 − 𝐵2 − 𝜏𝐵1
2 𝛤2

2 + 2𝜏 1 + 2𝜆 𝐵1
2𝛤3 

                                                (12) 

and  

 𝑎3 ≤
 𝜏 2𝐵1

2

 1 + 𝜆 2𝛤2
2 +

 𝜏 𝐵1

2 1 + 2𝜆 𝛤3

 .                                                                         (13) 

Proof. It follows from (8) and (9) that  

1 +
1

𝜏
 

𝑧 𝜆𝑧 𝒥𝑏
𝑠𝑓 𝑧  

′
+  1 − 𝜆 𝒥𝑏

𝑠𝑓 𝑧  
′

𝜆𝑧 𝒥𝑏
𝑠𝑓 𝑧  

′

+  1 − 𝜆 𝒥𝑏
𝑠𝑓 𝑧 

− 1 = 𝜙 𝑢 𝑧                                                   (14) 

and  

1 +
1

𝜏
 

𝑤 𝜆𝑤 𝒥𝑏
𝑠𝑔 𝑤  

′
+  1 − 𝜆 𝒥𝑏

𝑠𝑔 𝑤  
′

𝜆𝑤 𝒥𝑏
𝑠𝑔 𝑤  

′

+  1 − 𝜆 𝒥𝑏
𝑠𝑔 𝑤 

− 1 = 𝜙 𝑣 𝑤  .                                         (15) 

Define the function 𝑝(𝑧) and 𝑞(𝑧) by 

𝑝 𝑧 =
1 + 𝑢 𝑧 

1 − 𝑢 𝑧 
= 1 + 𝑝1𝑧 + 𝑝2𝑧 + ⋯    and   𝑞 𝑧 =

1 + 𝑣 𝑧 

1 − 𝑣 𝑧 
= 1 + 𝑞1𝑧 + 𝑞2𝑧 + ⋯, 

or equivalently,  

𝑢 𝑧 =
𝑝 𝑧 − 1

𝑝 𝑧 + 1
=

1

2
 𝑝1𝑧 +  𝑝2 −

𝑝1
2

2
 𝑧2 + ⋯  and  𝑣 𝑧 =

𝑞 𝑧 − 1

𝑞 𝑧 + 1
=

1

2
 𝑞1𝑧 +  𝑞2 −

𝑞1
2

2
 𝑧2 + ⋯  . 

Then 𝑝(𝑧) and 𝑞(𝑧) are analytic in 𝑈 with 𝑝 0 = 1 = 𝑞(0). Since 𝑢, 𝑣: 𝑈 → 𝑈, the functions 𝑝(𝑧) and 𝑞(𝑧) have a 

positive real part in 𝑈, and  𝑝𝑖 ≤ 2 and  𝑞𝑖 ≤ 2 for each 𝑖.  
Since 𝑝(𝑧) and 𝑞(𝑧) in 𝒫, we have the following forms: 

𝜙 𝑢 𝑧  = 𝜙  
1

2
 𝑝1𝑧 +  𝑝2 −

𝑝1
2

2
 𝑧2 + ⋯    =

1

2
𝐵1𝑝1𝑧 +  

1

2
𝐵1  𝑝2 −

𝑝1
2

2
 +

1

4
𝐵2 𝑧2 + ⋯                  (16) 

 

and  
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𝜙 𝑣 𝑤  = 𝜙  
1

2
 𝑞1𝑤 +  𝑞2 −

𝑞1
2

2
 𝑤2 + ⋯   =

1

2
𝐵1𝑞1𝑤 +  

1

2
𝐵1  𝑝2 −

𝑝1
2

2
 +

1

4
𝐵2 𝑤2 + ⋯ .            (17) 

 

Now, equating the coefficients in (14) and (15), we get  
1

𝜏
 1 + 𝜆 𝛤2𝑎2 =

1

2
𝐵1𝑝1 ,                                                                                    (18) 

1

𝜏
 2 1 + 2𝜆 𝛤3𝑎3 −  1 + 𝜆 2𝛤2

2𝑎2
2 =

1

2
𝐵1  𝑝2 −

𝑝1
2

2
 +

1

4
𝐵2𝑝1

2 ,                                                  (19) 

−
1

𝜏
 1 + 𝜆 𝛤2𝑎2 =

1

2
𝐵1𝑞1                                                                                      (20) 

and  

1

𝜏
 2 1 + 2𝜆 𝛤3 2𝑎2

2 − 𝑎3 −  1 + 𝜆 2𝛤2
2𝑎2

2 =
1

2
𝐵1  𝑞2 −

𝑞1
2

2
 +

1

4
𝐵2𝑞1

2.                                                 (21) 

From (18) and (20), we find that  

𝑎2 =
𝜏𝐵1𝑝1

2(1 + 𝜆)𝛤2

=
−𝜏𝐵1𝑞1

2(1 + 𝜆)𝛤2

 ,                                                                        (22) 

which implies 

𝑝1 = −𝑞1                                                                                        (23) 

and  

8(1 + 𝜆)2𝛤2
2𝑎2

2 = 𝜏2𝐵1
2 𝑝1

2 + 𝑞1
2                                                                     (24) 

Adding (19) and (21), by using (22) and (23), we obtain 

4  1 + 𝜆 2  𝐵1 − 𝐵2 − 𝜏𝐵1
2 𝛤2

2 + 2𝜏 1 + 2𝜆 𝐵1
2𝛤3 𝑎2

2 = 𝜏2𝐵1
3 𝑝2 + 𝑞2 .                                                                 (25) 

Thus, 

𝑎2
2 =

𝜏2𝐵1
3 𝑝2 + 𝑞2 

4  1 + 𝜆 2  𝐵1 − 𝐵2 − 𝜏𝐵1
2 𝛤2

2 + 2𝜏 1 + 2𝜆 𝐵1
2𝛤3 

 .                                                 (26) 

Applying Lemma (1) for the coefficients 𝑝2 and  𝑞2, we immediately have  

 𝑎2 2 ≤
 𝜏 2𝐵1

3

  1 + 𝜆 2  𝐵1 − 𝐵2 − 𝜏𝐵1
2 𝛤2

2 + 2𝜏 1 + 2𝜆 𝐵1
2𝛤3 

 .                                                    (27) 

Hence,   

 𝑎2 ≤
 𝜏 𝐵1 𝐵1

   1 + 𝜆 2  𝐵1 − 𝐵2 − 𝜏𝐵1
2 𝛤2

2 + 2𝜏 1 + 2𝜆 𝐵1
2𝛤3 

 .                                                (28) 

This gives the bound on  𝑎2  as asserted in (12).  

          Next, in order to find the bound on  𝑎3 , by subtracting (21) from (19), we get  
4

𝜏
 1 + 2𝜆  (𝑎3 − 𝑎2

2) 𝛤3 =
𝐵1

2
 𝑝2 − 𝑞2 +

 𝐵2 − 𝐵1 

4
 𝑝1

2−𝑞1
2 .                                             (29) 

It follows from (22), (23) and (29) that  

𝑎3 =
𝜏2𝐵1

2 𝑝1
2 + 𝑞1

2 

8 1 + 𝜆 2𝛤2
2 +

𝜏𝐵1(𝑝2 − 𝑞2)

8(1 + 2𝜆)𝛤3

 . 

Applying Lemma (1) once again for the coefficients 𝑝2 and  𝑞2, we readily get  

 𝑎3 ≤
 𝜏 2𝐵1

2

 1 + 𝜆 2𝛤2
2 +

 𝜏 𝐵1

2(1 + 2𝜆)𝛤3

 . 

This completes the proof of Theorem (1). 

By putting 𝜆 = 0 in Theorem (1), we have the following corollary. 

Corollary 1. Let the function 𝑓(𝑧) given by (1) be in the class 𝒮𝛴
𝑠,𝑏(𝜏; 𝜙). Then  

 𝑎2 ≤
 𝜏 𝐵1 𝐵1

    𝐵1 − 𝐵2 − 𝜏𝐵1
2 𝛤2

2 + 2𝜏𝐵1
2𝛤3 

and 𝑎3 ≤
 𝜏 2𝐵1

2

𝛤2
2 +

 𝜏 𝐵1

2𝛤3

 . 

By putting 𝜆 = 1 in Theorem (1), we have the following corollary. 

Corollary 2. Let the function 𝑓(𝑧) given by (1) be in the class 𝒦𝛴
𝑠 ,𝑏(𝜏; 𝜙). Then  
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 𝑎2 ≤
 𝜏 𝐵1 𝐵1

  4  𝐵1 − 𝐵2 − 𝜏𝐵1
2 𝛤2

2 + 6𝜏𝐵1
2𝛤3 

and 𝑎3 ≤
 𝜏 2𝐵1

2

4𝛤2
2 +

 𝜏 𝐵1

6𝛤3

 . 

Taking 𝑠 = 0, we have 𝛤𝑛 = 1  (𝑛 ≥ 2) in Theorem (1), and we can state the coefficient estimates for the functions in 

the subclass ℋ𝛴(𝜏, 𝜆; 𝜙). 

Corollary 3. Let the function 𝑓(𝑧) given by (1) be in the class ℋ𝛴(𝜏, 𝜆;  𝜙).Then  

 𝑎2 ≤
 𝜏 𝐵1 𝐵1

   1 + 𝜆 2 𝐵1 − 𝐵2 + 𝜏 1 + 2𝜆 − 𝜆2 𝐵1
2 

 and 𝑎3 ≤
 𝜏 2𝐵1

2

(1 + 𝜆)2
+

 𝜏 𝐵1

2 1 + 2𝜆 
 .  

Taking 𝜆 = 1 in Corollary 3, we get the following corollary 

Corollary 4. Let the function 𝑓(𝑧) given by (1) be in the class 𝒦𝛴(𝜏; 𝜙).Then  

 𝑎2 ≤
 𝜏 𝐵1 𝐵1

  4 𝐵1 − 𝐵2 + 2𝜏𝐵1
2 

and 𝑎3 ≤
 𝜏 2𝐵1

2

4
+

 𝜏 𝐵1

6
 .  

Remark 3. Putting 𝜆 = 0 in Corollary (3), we obtain the corresponding result given by Murugusundaramoorthy et al. 

[12]. 

Theorem 2. Let the function 𝑓(𝑧) given by (1) be in the class 𝒩𝛴
𝑠,𝑏(𝜏, 𝜆; 𝜙).Then  

 𝑎2 ≤
 𝜏 𝐵1 𝐵1

  4 𝜏 𝜆2 − 2𝜆 𝐵1
2 +  2 − 𝜆 2 𝐵1 − 𝐵2  𝛤2

2 + 3𝜏(3 − 𝜆)𝐵1
2𝛤3 

                                 (30) 

and  

 𝑎3 ≤
 𝜏 2𝐵1

2

4 2 − 𝜆 2𝛤2
2 +

 𝜏 𝐵1

3 3 − 𝜆 𝛤3

 .                                                                   (31) 

Proof. We can write the argument inequalities in (10) and (11) equivalently as follows: 

1 +
1

𝜏
 

𝑧 𝒥𝑏
𝑠𝑓 𝑧  

′
+ 𝑧2 𝒥𝑏

𝑠𝑓 𝑧  
′′

 1 − 𝜆 𝑧 + 𝜆𝑧 𝒥𝑏
𝑠𝑓 𝑧  

′ − 1 = 𝜙 𝑢 𝑧                                                   (32) 

and  

1 +
1

𝜏
 

𝑤 𝒥𝑏
𝑠𝑔 𝑤  

′
+ 𝑤2 𝒥𝑏

𝑠𝑔 𝑤  
′′

 1 − 𝜆 𝑤 + 𝜆𝑤 𝒥𝑏
𝑠𝑔 𝑤  

′ − 1 = 𝜙 𝑣 𝑤                                             (33) 

and proceeding as in the proof of Theorem (1), from (32) and (33), we can arrive the following relations  
2

𝜏
 2 − 𝜆 𝛤2𝑎2 =

1

2
𝐵1𝑝1 ,                                                                                  (34) 

1

𝜏
 4 𝜆2 − 2𝜆 𝛤2

2𝑎2
2 + 3 3 − 𝜆 𝛤3𝑎3 =

1

2
𝐵1  𝑝2 −

𝑝1
2

2
 +

1

4
𝐵2𝑝1

2,                                                (35) 

−2

𝜏
 2 − 𝜆 𝛤2𝑎2 =

1

2
𝐵1𝑞1                                                                                   (36) 

and  

1

𝜏
 4 𝜆2 − 2𝜆 𝛤2

2𝑎2
2 + 3 3 − 𝜆 𝛤3(2𝑎2

2 − 𝑎3) =
1

2
𝐵1  𝑞2 −

𝑞1
2

2
 +

1

4
𝐵2𝑞1

2 .                                               (37) 

From (34) and (36), we find that  

𝑎2 =
𝜏𝐵1𝑝1

4(2 − 𝜆)𝛤2

=
−𝜏𝐵1𝑞1

4(2 − 𝜆)𝛤2

,                                                                        (38) 

which implies  

𝑝1 = −𝑞1 ,                                                                                      (39) 
and  

32(2 − 𝜆)2𝛤2
2𝑎2

2 = 𝜏2𝐵1
2 𝑝1

2 + 𝑞1
2 .                                                                 (40) 

Adding (35) and (37), by using (38) and (39), we obtain  

4 4 𝜏 𝜆2 − 2𝜆 𝐵1
2 +  2 − 𝜆 2 𝐵1 − 𝐵2  𝛤2

2 + 3𝜏 3 − 𝜆 𝐵1
2𝛤3 𝑎2

2 = 𝜏2𝐵1
3 𝑝2 + 𝑞2 .                           (41) 

Thus,  

𝑎2
2 =

𝜏2𝐵1
3 𝑝2 + 𝑞2 

4 4 𝜏 𝜆2 − 2𝜆 𝐵1
2 +  2 − 𝜆 2 𝐵1 − 𝐵2  𝛤2

2 + 3𝜏 3 − 𝜆 𝐵1
2𝛤3 

 .                                       (42) 
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Applying Lemma (1) for the coefficients 𝑝2 and 𝑞2, we immediately have  

 𝑎2 2 ≤
 𝜏 2𝐵1

3

 4 𝜏 𝜆2 − 2𝜆 𝐵1
2 +  2 − 𝜆 2 𝐵1 − 𝐵2  𝛤2

2 + 3𝜏 3 − 𝜆 𝐵1
2𝛤3 

 .                                          (43) 

Hence,  

 𝑎2 ≤
 𝜏 𝐵1 𝐵1

  4 𝜏 𝜆2 − 2𝜆 𝐵1
2 +  2 − 𝜆 2 𝐵1 − 𝐵2  𝛤2

2 + 3𝜏 3 − 𝜆 𝐵1
2𝛤3 

 .                                        (44) 

This gives the bound on  𝑎2  as asserted in (30). 

Next, in order to find the bound on  𝑎3 , by subtracting (37) from (35), we get  
6(3 − 𝜆)

𝜏
𝛤3𝑎3 −

6 3 − 𝜆 

𝜏
𝛤3𝑎2

2 =
𝐵1

2
 𝑝2 − 𝑞2 +

 𝐵2 − 𝐵1 

4
 𝑝1

2 − 𝑞1
2 .                                      (45) 

It follows from (38), (39) and (45) that  

𝑎3 =
𝜏2𝐵1

2 𝑝1
2 + 𝑞1

2 

32(2 − 𝜆)𝛤2
2 +

𝜏𝐵1 𝑝2 − 𝑞2 

12(3 − 𝜆)𝛤3

 . 

Applying Lemma (1) once again for the coefficients  𝑝2 and 𝑞2, we readily get 

 𝑎3 ≤
 𝜏 2𝐵1

2

4(2 − 𝜆)2𝛤2
2 +

 𝜏 𝐵1

3(3 − 𝜆)𝛤3

 . 

This completes the proof of Theorem (2). 

By putting 𝜆 = 0 in Theorem (2), we have the following corollary  

Corollary 5. Let the function 𝑓(𝑧) given by (1) be in the class 𝒢𝛴
𝑠,𝑏(𝜏; 𝜙). Then  

 𝑎2 ≤
 𝜏 𝐵1 𝐵1

  16 𝐵1 − 𝐵2 𝛤2
2 + 9𝜏𝐵1

2𝛤3 
and 𝑎3 ≤

 𝜏 2𝐵1
2

16𝛤2
2 +

 𝜏 𝐵1

9𝛤3

 . 

Taking 𝑠 = 0, we have 𝛤𝑛 = 1    (𝑛 ≥ 2) in Theorem (2), and we can state the coefficient estimates for the functions in 

the subclass 𝒩𝛴 𝜏, 𝜆; 𝜙 . 
Corollary 6. Let the function 𝑓(𝑧) given by (1) be in the class 𝒩𝛴(𝜏, 𝜆; 𝜙). Then  

 𝑎2 ≤
 𝜏 𝐵1 𝐵1

  4 2 − 𝜆 2 𝐵1 − 𝐵2 + 𝜏 9 − 11𝜆 + 4𝜆2 𝐵1
2 

 and 𝑎3 ≤
 𝜏 2𝐵1

2

4(2 − 𝜆)2
+

 𝜏 𝐵1

3(3 − 𝜆)
 . 

Taking 𝜆 = 0 in Corollary (6), we get the following corollary 

Corollary 7. Let the function 𝑓(𝑧) given by (1) be in the class 𝒢𝛴(𝜏; 𝜙). Then  

 𝑎2 ≤
 𝜏 𝐵1 𝐵1

  16 𝐵1 − 𝐵2 + 9𝜏𝐵1
2 

and 𝑎3 ≤
 𝜏 2𝐵1

2

16
+

 𝜏 𝐵1

9
 . 

Remark 4. Putting 𝜆 = 1 in Corollary (6), we obtain the results given by Corollary (4). 

 
III. COROLLARIES AND ITS CONSEQUENCES 

 
For the class of strongly starlike functions, the function 𝜙 is given by  

𝜙 𝑧 =  
1 + 𝑧

1 − 𝑧
 

𝛼

= 1 + 2𝛼𝑧 + 2𝛼2𝑧2 + ⋯       0 < 𝛼 ≤ 1 ,                                                (46) 

which gives 𝐵1 = 2𝛼 and 𝐵2 = 2𝛼2. 

Corollary 8. By choosing 𝜙(𝑧) of the form (46), we state the following results 

(i) for function 𝑓 ∈ ℋ𝛴
𝑠,𝑏(𝜏, 𝜆; 𝜙), by Theorem (1),  

 𝑎2 ≤
2 𝜏 𝛼

   1 + 𝜆 2 1 − 𝛼 − 2𝜏𝛼 𝛤2
2 + 4𝜏𝛼 1 + 2𝜆 𝛤3 

and 𝑎3 ≤
4 𝜏 2𝛼2

 1 + 𝜆 2𝛤2
2 +

 𝜏 𝛼

 1 + 2𝜆 𝛤3

 . 

  

(ii) for function 𝑓 ∈ 𝒩𝛴
𝑠 ,𝑏(𝜏, 𝜆; 𝜙), by Theorem (2), 

 𝑎2 ≤
2 𝜏 𝛼

  4 2𝜏𝛼 𝜆2 − 2𝜆 +  1 − 𝛼  2 − 𝜆 2 𝛤2
2 + 6𝜏𝛼 3 − 𝜆 𝛤3 

     and 𝑎3 ≤
 𝜏 2𝛼2

 2 − 𝜆 2𝛤2
2 +

2 𝜏 𝛼

3 3 − 𝜆 𝛤3

 . 

 

On the other hand if we take  

http://www.ijarset.com/


      
         

        
ISSN: 2350-0328 

International Journal of Advanced Research in Science, 

Engineering and Technology 

Vol. 4, Issue 9 , September 2017 

 

Copyright to IJARSET                                                           www.ijarset.com                                                                        4581 

 

 

𝜙 𝑧 =
1 +  1 − 2𝛽 𝑧

1 − 𝑧
= 1 + 2 1 − 𝛽 𝑧 + 2 1 − 𝛽 𝑧2 + ⋯     0 ≤ 𝛽 < 1 ,                        (47) 

then we have 𝐵1 = 𝐵2 = 2(1 − 𝛽). 

Corollary 9. By choosing 𝜙(𝑧) of the form (47), we state the following results 

(i) for function 𝑓 ∈ ℋ𝛴
𝑠,𝑏(𝜏, 𝜆; 𝜙), by Theorem (1),  

 𝑎2 ≤
 𝜏  2 1 − 𝛽 

  2𝜏 1 + 2𝜆 𝛤3 − 𝜏 1 + 𝜆 2𝛤2
2 

and  𝑎3 ≤
4 𝜏 2(1 − 𝛽)2

 1 + 𝜆 2𝛤2
2 +

 𝜏 (1 − 𝛽)

 1 + 2𝜆 𝛤3

 .  

 

(ii) for function 𝑓 ∈ 𝒩𝛴
𝑠 ,𝑏(𝜏, 𝜆; 𝜙), by Theorem (2), 

 𝑎2 ≤
 𝜏  2 1 − 𝛽 

  3𝜏 3 − 𝜆 𝛤3 + 4𝜏 𝜆2 − 2𝜆 𝛤2
2 

     and      𝑎3 ≤
 𝜏 2(1 − 𝛽)2

 2 − 𝜆 2𝛤2
2 +

2 𝜏 (1 − 𝛽)

3 3 − 𝜆 𝛤3

 . 

Corollary 10. Let 𝑓(𝑧) given by (1) be in the class 𝒮𝛴
𝑠,𝑏(𝜏; 𝜙) and 𝜙(𝑧) is of the form (46), then from Theorem (1), we 

have  

 𝑎2 ≤
2 𝜏 𝛼

   1 − 𝛼 − 2𝜏𝛼 𝛤2
2 + 4𝜏𝛼𝛤3 

 and 𝑎3 ≤
4 𝜏 2𝛼2

𝛤2
2 +

 𝜏 𝛼

𝛤3

 .  

Corollary 11. Let 𝑓(𝑧) given by (1) be in the class 𝒮𝛴
𝑠,𝑏(𝜏; 𝜙) and 𝜙(𝑧) is of the form (47), then from Theorem (1), we 

have  

 𝑎2 ≤
 𝜏  2 1 − 𝛽 

  2𝜏𝛤3 − 𝜏𝛤2
2 

and 𝑎3 ≤
4 𝜏 2(1 − 𝛽)2

𝛤2
2 +

 𝜏 (1 − 𝛽)

𝛤3

 .  

Remark 5. Putting 𝑠 = 0 and 𝜏 = 1 in Corollary (10) and Corollary (11), we obtain the corresponding results given by 

Li and Wang [9]. 

Corollary 12. Let 𝑓(𝑧) given by (1) be in the class 𝒦𝛴
𝑠,𝑏(𝜏; 𝜙) and 𝜙(𝑧) is of the form (46), then from Theorem (1), we 

have  

 𝑎2 ≤
 𝜏 𝛼

   1 − 𝛼 − 2𝜏𝛼 𝛤2
2 + 3𝜏𝛼𝛤3 

and 𝑎3 ≤
 𝜏 2𝛼2

𝛤2
2 +

 𝜏 𝛼

3𝛤3

 .  

Corollary 13. Let 𝑓(𝑧) given by (1) be in the class 𝒦𝛴
𝑠,𝑏(𝜏; 𝜙) and 𝜙(𝑧) is of the form (47), then from Theorem (1), we 

have  

 𝑎2 ≤
 𝜏  2 1 − 𝛽 

  6𝜏𝛤3 − 4𝜏𝛤2
2 

 and 𝑎3 ≤
 𝜏 2(1 − 𝛽)2

𝛤2
2 +

 𝜏 (1 − 𝛽)

3𝛤3

 .  

Remark 6. Putting 𝑠 = 0 and 𝜏 = 1 in Corollary (12) and Corollary (13), we obtain the corresponding results given by 

Murugusundaramoorthy et al. [13].  

REFERENCES 

 
[1] J. W. Alexander, Functions which map the interior of the unit circle upon simple regions, Ann. of Math., 17 (1915), 12-22. 

[2] S. D. Bernardi, Convex and starlike univalent functions, Trans. Amer. Math. Soc., 135 (1969), 429-446. 
[3] J. Choi  and  H. M. Srivastava, Certain families of series associated with the Hurwitz-Lerch Zeta function, Appl. Math. Comput., 170 (2005), 

399-409. 

[4] E. Deniz, Certain subclasses of bi-univalent functions satisfying subordinate conditions, J. of classical Analysis, 2 (1) (2013), 49-60. 
[5] P. L. Duren, Univalent Functions, Grundleheren der MathematischenWissenschaften 259, Springer-Verlage, New York, Berlin, Heidelberg, 

Tokyo, 1983.  

[6] T. M. Flett, The dual of an inequality of Hardy and Littewood and some related inequalities, J. Math. Anal. Appl., 38 (1972), 746-765. 
[7] M. Gary, K. Jain and H. M. Srivastava, Some relationships between the  generalized Apostol-Bernoulli polynomials and Hurwitz-Lerch Zeta 

functions, Integral Transforms Spec. Funct., 17(2006), 803-815. 

[8] B. Jung, Y. C. Kim and H. M. Srivastava, The Hardy space of analytic functions associated with certain one-parameter families of integral 
operator, J. Math. Anal. Appl., 176 (1993), 138-147. 

[9] X. –F. Li and A. –P. Wang, Two new subclasses of  bi-univalent functions, Internat. Math. Forum, 7 (2012), 1495-1504. 

[10] Q. M. Luo and H. M. Srivastava, Some generalizations of the Apostol- Bernoulli and Apostol-Euler polynomials, J. of Math. Anal. and Appl., 
308 (2005), 290-302. 

[11] W. Ma and D. Minda, A unified treatment of some special classes of univalent functions, Proceedings of the conference on complex analysis, 

Z. Li, F. Ren, L. Yang and S. Zhang, eds. Int. Press (1994), 157-169.   
[12] G. Murugusundaramoorthy, T. Janani and N. E. Cho, Bi-Univalent functions of complex order based on subordinate conditions involving 

Hurwitz-Lerch Zeta function, East Asian Math. J., 32 (1) (2016), 47-59. 

http://www.ijarset.com/


      
         

        
ISSN: 2350-0328 

International Journal of Advanced Research in Science, 

Engineering and Technology 

Vol. 4, Issue 9 , September 2017 

 

Copyright to IJARSET                                                           www.ijarset.com                                                                        4582 

 

 

[13] G. Murugusundaramoorthy, C. Selvaraj and O. S. Babu, Coefficient  estimates for pascu-type subclasses of bi-univalent functions based on 
subordinations, Int. J. of Nonliner Science, 19 (1) (2015), 47-52. 

[14] H. M. Srivastava  and A. A. Attiya, An integral operator associated with the Hurwitz-Lerch Zeta function and differential subordination, 

Integral Transforms and Special Functions, 18 (2007), 207-216.  
[15] H. M. Srivastava , A. K. Mishra and P. Gochhayat, Certain subclasses of analytic and bi-univalent functions, Appl. Math. Lett., 23 (2010), 

1188-1192. 

 

 

http://www.ijarset.com/

