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ABSTRACT: In continuation to the three definitions of average developed by Pythagoras namely Arithmetic Mean 

(AM), Geometric Mean (GM) & Harmonic Mean (HM), a number of definitions of average had already been developed 

along with some generalized definitions of average. Recently, two general methods have been derived; one for defining 

the average of a variable and the other for defining the average of a function of a variable. This paper is based on a brief 

review on the development of these two general methods of defining average. 
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I. INTRODUCTION 

 

Several research had already been done on developing definitions / formulations of average [1 , 2], a basic concept used 

in developing most of the measures used in analysis of data. Pythagoras [3] is the first mathematician to introduce the 

concept of average and develop its formulation. He had developed three formulations/definitions of average which 

were later named as Pythagorean means [4 , 5 , 14 , 18] as a mark of honour to him.  The three Pythagorean means are 

Arithmetic Mean (AM), Geometric Mean (GM) & Harmonic Mean (HM) [4 , 5 , 14 , 18]. A number of 

definitions/formulations of average have already been developed in continuation to the three Pythagorean means [6 , 7 , 

8 , 9 , 10 , 11 , 12 ,  13  , 14 , 15 , 16 , 17, 18  , 19].  The next attempt had been initiated towards the development of 

generalized formulation/definition of average. Kolmogorov [20] formulated one generalized definition of average 

namely Generalized f – Mean. [7 , 8]. It has been shown that the definitions/formulations of the existing means and also 

of some new means can be derived from this Generalized f – Mean [9 , 10]. In an study, Chakrabarty formulated one 

generalized definition of average namely Generalized  fH – Mean  [11]. In another study, Chakrabarty formulated 

another generalized definition of average namely Generalized  fG – Mean [12 , 13] and developed one general method 

of defining average [15, 16 , 17] as well as the different formulations of average from the first principles [19].    

In many real situations, observed numerical data  

   ,     , ……… ,     

are found to be composed of some parameter µ and respective errors   

           ...…......      

usually of random in nature i.e 

                                               = µ +       ,    (i =  1 , 2 , ………… , N)                                                                       (1.1) 

[21 , 22 , 23 , 24 , 25 , 26 , 27, 28  , 29].                         

The statistical methods of estimation of the parameter developed so far namely least squares estimation, maximum 

likelihood estimation, minimum variance unbiased estimation, method of moment estimation and minimum chi-square 

estimation [31 – 38 , 39 – 40 , 41 – 42 , 43 , 44 , 45 – 47 , 48 – 49 , 50 , 51 – 52], cannot provide appropriate value of 

the parameter µ [21 , 22 , 23].  Therefore, some methods have recently been developed for determining the value of 

parameter µ in the situation mentioned above [21 ,22 , 23 , 24 , 25 , 26, 27 , 28 , 29 , 30 , 53 ,54 , 55 , 56, 57 , 58 , 59 , 

60]. These methods, however, involve huge computational tasks. Moreover, these methods may not be able to yield the 

appropriate value of the parameter if observed data used are of relatively small size (and/or of moderately large size too) 

In reality, of course, the appropriate value of the parameter is not perfectly attainable in practical situation. What one 

can expect is to obtain that value which is more and more close to the appropriate value of the parameter. Four methods 

have therefore been developed for determining such value of parameter.  These four methods involve lighter load of 

computational work than respective load involved in the earlier methods and can be applied even if the observed data 

used are of small size. [61 , 62 , 63 , 64]. The methods developed are based on the concepts of Arithmetic-Geometric 

Mean (abbreviated as AGM) [61 , 62, 67 , 68 , 69 , 70], Arithmetic-Harmonic Mean (abbreviated as AHM) [63], 

Geometric-Harmonic Mean (abbreviated as GHM) [64] and Arithmetic-Geometric-Harmonic Mean (abbreviated as 
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AGHM) [65, 66 , 70]  respectively. Each of these four formulations namely AGM, AHM, GHM & AGHM has been 

found to be a measure of parameter µ of the model described by equation (1.1). In other words, each of these four 

formulations can be regarded as a measure of the central tendency, in addition to the usual measures of central tendency 

namely AM, GM & HM of the observed values    ,     , ……… ,    , since the values can be expressed by the model 

(1.1) if µ is the central tendency of them and vice versa. However, for different types of data different measures are 

suitable.  

In this connection, it  is to be mentioned that the basis  of all the measures of parameter µ of the model described by 

equation (1.1) or equivalently of the measures of central tendency of    ,     , ……… ,   , is the three Pythagorean 

means namely Arithmetic Mean (AM), Geometric Mean (GM) and Harmonic Mean (HM) [5 ,  14  ,  18].   

A number of definitions/formulations of average have already been composed by some renowned mathematicians. 

Some of them, which are often used, are Arithmetic Mean ,  Geometric Mean , Harmonic Mean  , Quadratic Mean , 

Square Root Mean , Cubic Mean  , Cube Root Mean  ,  Generalized p Mean &   Generalized p
th

 Root Mean  etc. [5 ─ 

19].  

In the later stage of development of formulation / definition of average, three generalized definitions / formulations 

have been constructed by some researchers. These are Generalized f - Mean or Generalized  fA – Mean [9 ,  10] , 

Generalized  fH – Mean [11] & Generalized  fG – Mean [12 , 13]. 

However, none of these three generalized definitions is complete i.e. none of them can describe/yield all types of 

averages. For this reason, general method has been derived for defining average which is complete i.e. which can 

describe/yield all types of averages [15 , 16 , 17]. At the first step, one general method has been derived for defining 

average of the values of a variable [16]. At the next step, one general method has been derived for defining average of a 

function of a variable [17]. This paper is based on a brief review on the development of these two general methods of 

defining average.  

 

II. GENERAL METHOD OF DEFINING AVERAGE OF A VARIABLE 
Let  

 ,  , …..… ,   

be the n values of a variable x . 

The arithmetic mean  

                                                                 A  =  
 

 
   

 
                                                                                                   (2.1) 

satisfies  

    +                             = A  +  A  +               +  A 

This means, the function  f (                 ……………     )   of                   ……………      

defined by  

f (                 ……………     )  =                ……………      

satisfies  

f (                 )  =  f (                 ……………     ) 

Here the function  f (                 ……………     )  is (1) continuous, (2) strictly increasing in each argument of       
            ……………       & (3) symmetric (invariant under permutation of the arguments                   ……………      .  

Similarly, the geometric mean   

                                                       G =         
 
    

1/n
                                                                                                     (2.2) 

satisfies  

G.G.        . G  =                       

This means, the function  g (                 ……………    )   of                   ……………      

defined by  

g (                     .    )  =                       

satisfies  

g (                 . , G)  =  g (                     .    )  

Here, the function  g (                 ……………    )  is also (1) continuous, (2) strictly increasing in each argument of     

              ……………       & (3) symmetric (invariant under permutation of the arguments                   ……………      .  

Also similarly, the harmonic mean  

                                                     H =  ( 
 

 
   

   
                                                                                                  (2.3) 

satisfies  
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    +    

         
                

    =       +       +               +      

This means, the function  h (                 ……………     )   of                   ……………      

defined by  

h (                     .    )  =     
         

         
                

   

satisfies  

h (H , H , H ,       . , H)  =  h (                     .    )  

In this case also, the function  h (                 ……………    ) is (1) continuous, (2) strictly increasing in each argument 

of                   …………       & (3) symmetric (invariant under permutation of the arguments                   …………      . 

Thus, in general, an average of a list    

                 ……………       

of numbers can be defined to be a number  μ  such that  

                            (                  . , μ)  =   (                     .    )                                 

where   (                     .    )  is a function of                   ……………      

such that it is (1) continuous, (2) strictly increasing in each argument of                   ……………       & (3) symmetric 

(invariant under permutation of the arguments                   ……………      .  

This definition of average can be regarded as a method of deriving various definitions/formulations  

of average.  

Choosing different functions which satisfy the properties (i) , (ii) & (iii), one can obtain different 

definitions/formulations of average from the equation  

                       (                  . , μ)  =   (                     .    )                                          (2.4) 

 

II (a). Derivation of Various Averages from the Method 

Choosing the function   (                 ……………    ) as   

 (                     .    )  =                ……………      , 
 (                     .    )  =                       , 

 (                     .    )  =     
    +    

         
                

   , 
 (                     .    )  =     

   +    
        

               
  , 

 (                     .    )  =     
     +    

          
                 

    , 

 (                     .    )  =     
   +    

        
               

   , 

 (                     .    )  =     
     +    

          
                 

    , 

 (                     .    )  =     
   +    

        
               

  , 

 (                     .    )  =     
     +    

          
                 

    , 

 (                     .    )  =                         ……………       ) , 

 (            , ………    )  =      
          

            
                 

  
)  , 

 (                    .    )  =                             .     ) , 

respectively and substituting in equation (2.4), the following respective formulations can be obtained :  

μ  =  
 

 
   

 
      ,  

   =          
 
    

1/n
  , 

  = ( 
 

 
   

   
        , 

   =  ( 
 

 
   

  
         , 

   =  ( 
 

 
   

    
       , 

   =  ( 
 

 
   

  
         , 

   =  ( 
 

 
   

    
       , 

   =  ( 
 

 
   

  
         , 

   =  ( 
 

 
   

    
       , 

   =     { 
 

 
       

 
   }  , 

  =    {   
 

 
       

        
   }  , 

  =     {(          
 
    

1/n 
]  . 
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These are respectively arithmetic mean , geometric mean , harmonic mean , quadratic mean , square root mean , cubic 

mean , cube root mean , Generalized p
th

 mean , Generalized p
th

 root mean , Generalized f – mean (also called 

Generalized fA – mean) , Generalized fH - mean & Generalized fG - mean of                   ……………      .   

Note (2.1): 

Choosing the function   (                 ……………    ) as   

 (                    .    )  =                                       . 
                                                                                                                .           )    

one can obtain from equation (2.5) that  

                                 =               { 
 

 
          

 
   }]  =     {(          

 
    

1/n
                                             

This is the definition of Generalized fG - mean of                   ……………      .  
 

III. GENERAL METHOD OF DEFINING AVERAGE OF A FUNCTION 

 

Now let  y =       be a function of function so that  

   =     )  ,     =         ,  ………………  ,     =     )   

are the        functional values of  

            ………………         

respectively. 

Then as per the definition of average, as explained above,  

the average of the list    

               .       

of numbers can be defined to be a number  μ  such that   

                                (               . , μ)  =   (               .    )                                              (3.1) 

where   (               .    )  is a function of                 .       

which (1) continuous, (2) strictly increasing in each argument of                 .      & (3) symmetric 

(invariant under permutation of the arguments                 .     .   

This implies that the average of the list    

                     .      )    

of numbers can be defined to be a number  μ  such that  

                                  (               . , μ)  =   {                     .      )}                               (3.2) 

where {                      .       ) is a function of                       .       ) which is (1) 

continuous (2) strictly increasing in each argument of                       .      )  & (3) symmetric (invariant 

under permutation of the arguments                       .      ).    

 

III (a). Derivation of Various Averages from the Method 

 

Choosing the function   {                    .      )} as  

 {                    .      )}  =                     .      ) ,    

 {                    .      )}  =                           .     ) ,   

 {                    .      )}  =         
   +        

              +           ,                  

 {                    .      )}  =         
   +        

             +           , 

 {                   .      )} =        
    +       

               +            , 

 {                    .      )}  =         
  +        

             +           ,  

 {                    .      )}  =         
    +        

                +            , 

 {                    .      )}  =         
  +        

             +         , 

 {                    .      )}  =         
     +        

                +            , 

 {                    .      )}  =  f{                       .        )} , 

 {                    .      )} =    
−1

  +    
−1

  +      . +   
−1

  

where        = f{    )}  ,     = f{    )}  ,       . ,    = f{    )} , 

 {                    .      )}  =  f{                        .        )} , 

respectively and substituting in equation (3.2),  the following respective formulations can be obtained :    

μ  =  
 

 
       

 
      , 
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   =            
 
    

1/n
  , 

   =    
 

 
        

   
        , 

   =     
 

 
          

  
            , 

   =     
 

 
          

    
         , 

   =     
 

 
          

  
            , 

   =     
 

 
          

    
           , 

   =     
 

 
          

  
              , 

   =     
 

 
          

    
             , 

   =       { 
 

 
          

 
      , 

  =     {  
 

 
     

      
   }   , 

   =       { 
 

 
          

 
       , 

where        = f{    )}  ,     = f{    )}  ,       . ,    = f{    )} . 

These are respectively arithmetic mean , geometric mean , harmonic mean , quadratic mean , square root mean , cubic 

mean , cube root mean , Generalized p
th

 mean , Generalized p
th

 root mean , Generalized f – mean (also called 

Generalized fA – mean) , Generalized fH - mean & Generalized fG - mean of                      .      ) . 

Note (3.1): 

Choosing the function   {                    .      )} as   

  (              .    )  =     f{                           .            )} 

one can obtain from equation (3.7) that   

  =               (  
 

 
         

 
   }  =       { 

 

 
          

 
     

which is nothing but the generalized fG - mean of                      .      ) .  

 

IV. CONCLUSION 

The two general methods of defining average, as described above, are based on the principle behind the concept of 

average. These two general definitions capture the important property of all averages that the average of a list of 

identical elements is that element itself. 

The existing definitions/formulations as well as various new definitions/formulations of average can be derived from 

theses two general methods defining selecting different forms of the function  (               .    ).  

Thus the equation   

                   (                  . , μ)  =   (                     .    )                             

can be regarded as the generating equation of average  of a variable. 

Similarly, the equation   

                   (               . , μ)  =   {                     .      )}                            

can be regarded as the generating equation of average  of a function of a variable. 

As per the meaning of research [71 , 72 ,73], it can be concluded that the innovations of these two general methods of 

defining average can be regarded as original/fundamental research carrying very high significance in the theory of 

average. 
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